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a b s t r a c t

Learning to Rank approaches employ Machine Learning techniques for Information Retrieval. Tradi-
tionally, the features needed to train a ranking model are naively combined after being extracted
from the various fields of the texts. Nevertheless, if not considered carefully, the learning process
can make use of strongly correlated features. Moreover, the learned ranking models are not, to date,
systematically analyzed in terms of how the field-based features affect their performances. In this work,
the impact of using field-based features in Learning to Rank approaches is investigated. Specifically,
the Field Learning to Rank technique is proposed to study if the field-based features perform better
than the naively combined features. The experiments are conducted employing eight learning to rank
approaches on two sizable benchmark datasets: MQ2007 and MQ2008. The models are assessed using
three widely adopted Learning to Rank evaluation measures, namely Precision, Mean Average Precision,
and Normalized Discounted Cumulative Gain. The results show that the use of field-based features
achieve better performance than the naively combined features. Moreover, models aggregated from
different fields further improve the ranking results. It is also observed that among the five examined
fields, url and title are significantly more effective than wholedoc (full document), body, and anchor
to build ranking models. Further, analyses indicate the existence of strong correlations between field
features, such as the features from body and wholedoc, title and anchor, or title and url. The proposed
Field Learning to Rank technique is shown to have the advantage of avoiding the combination of
correlated features. These findings imply that the use of field-based features for training ranking
models is valuable for enhancing the effectiveness of Learning to Rank approaches.
1. Introduction

In recent years, Learning to Rank (LTR) has been an interesting
esearch topic in Information Retrieval (IR) and Machine Learning
ML). More specifically, LTR employs ML techniques to build
anking models for IR systems. This paper investigates the impact
f field features for LTR approaches.
In state-of-the-art LTR techniques, features are usually derived

rom various document fields, such as anchor, title, or url [1–
]. The field itself can also carry important information, such
s document domain knowledge, and should be taken into con-
ideration when learning a ranking model. Typically, a ranking
odel is learned on an entire list that naively combines the

eatures extracted from various fields of a document. In such a
ay, a trained model cannot adequately and correctly incorporate
he domain knowledge and the field contributions. Moreover,

∗ Corresponding author at: School of Computer Science, Zhongyuan University
f Technology, Zhengzhou 450007, China.

E-mail addresses: huayangchn@gmail.com (H. Yang), tcg@uevora.pt
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an empirical research about how field-based features affect the
ranking performance is lacking. Therefore, this study analyses
whether using field-based features are more effective than using
the naively combined features for learning ranking models. The
following questions are the main focus of our research:

• How do the field features behave in comparison to the
naively combined features when used to learn ranking mod-
els?

• How do the fields differ in their contributions to the devel-
opment of a ranking model?

• How effective is the aggregation of models built from differ-
ent fields?

The Field Learning to Rank (fLTR) approach is presented to ad-
dress these research concerns. On two sizable benchmark datasets
that are available to the public, experiments are performed uti-
lizing eight classic LTR algorithms. The features are categorized
according to the fields from which they are extracted, and using
the field-based features, a number of ranking models are learned.
To evaluate the ranking models, three widely adopted assessment
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etrics are used, namely Precision, MAP (mean average preci-
ion), and NDCG (normalized discounted cumulative gain). The
indings indicate that using field-based features to train models
mproves the ranking results. The significant contributions of this
aper are, in brief, as follows:

• For all five types of field features studied, their contri-
bution to the ranking performance is compared in depth
using three widely adopted evaluation measures. In all three
measures, the models using field features show competitive
results when compared to the baselines that use naively
combined features.

• Two aggregation methods, along with different normaliza-
tion techniques, are employed to investigate the effective-
ness of aggregating results from various fields. In contrast
to the baselines which use naively combined features, aggre-
gating results from various fields models presents superior
performance.

• Pearson’s correlation is used to analyze the correlations
among the field features. The deep discussion demonstrates
the possibility of joining highly correlated features when
naively combining features from various fields. Experiments
are carried out to further understand why field-based rank-
ing models can outperform the ones using naively combined
features.

This work builds upon the preliminary work presented in [6].
his manuscript summarizes the classic and the newly appeared
lgorithms according to each LTR approach and reviews and
iscusses deeply the impact of the text fields in the IR. The
reliminary work only evaluates the results with NDCG; this one
rovides further evaluation on two other measures: Precision
nd MAP. Moreover, the LTR algorithms are thoroughly compared
ross the datasets by different fields and the observations are
ompared with researchers previous findings.
The rest of the paper is organized as follows: Section 2 reviews

he related work and Section 3 describes the proposed approach.
hen, Section 4 presents the conducted experiments and analyzes
he results and Section 5 further discusses the observations found.
inally, Section 6 draws the conclusions and pinpoints possible
uture work.

. Literature review

In this section, the classic and recently appeared LTR ap-
roaches are reviewed; the field’s impact in IR is surveyed and
ummarized.

.1. Learning to Rank approaches

Learning to Rank, an approach used in the Information Re-
rieval research field, uses Machine Learning techniques to con-
truct ranking models [7]. Queries, related documents and rel-
vance assessments are typically the fundamental components
hen applying LTR approaches. A LTR model is built on the
raining dataset; by applying this trained model in a retrieval
ystem, a sorted list of documents is generated according to their
elevance to the given testing query (information need) [7].

Different LTR algorithms use various hypotheses, define vari-
us input/output spaces, and apply various loss functions. Gen-
rally, these algorithms can be classified into three types: (1)
ointwise: the pointwise approach defines the LTR problem as
regression or classification problem, and interprets the rele-
ance degrees as numerical or ordinal scores; (2) Pairwise: the
anking models are trained by employing documents pairs as the
raining instances; (3) List-wise: the ranking models are trained
y employing the entire documents list related to a query as
nstances [7]. Table 1 summarizes the classic and newly appeared

TR algorithms according to each type.

3

2.2. Field impact in IR

In recent years, researchers have explored the use of knowl-
edge existing in the texts’ field for IR. According to the methods
employed to explore the fields, the models proposed can be
classified as: IR models [3,28–37], LTR models [4,38–40], neural
networks (NN) models [1,5,37,41–44], and others like the sta-
tistical analysis [45–47]. Table 2 provides an overview of these
research works. Their explored fields and the employed methods
are summarized.

An extended version of the standard language model was
suggested by Ogilvie and Callan [28]. They used a linear com-
bination of the probabilities of search terms derived from var-
ious document fields, such as the in-link content, title, large
font content (headings), image alternate content and full text,
to score a structured document. The researchers found that the
in-link text, title and full text scored better as representation of
the document compared to the other document fields. A field
relevance model aiming to study the field weighting strategy
for structured document retrieval was proposed by Kim and
Croft [31]. Three datasets with the corresponding field informa-
tion were used in their experiments: the IMDB dataset, which
contained information about the title, year, and release of the
data; the TREC2005 Enterprise dataset, which contained informa-
tion about the subject, body, and receiver; the Monster dataset,
which contained information about the resume’s heading, sum-
mary, and position. The results showed that the baselines were
improved by using the field weighting techniques. Jimmy et al. [3]
studied four fields of the structured documents and found that
retrieval performance was occasionally improved when the ti-
tles were boosted. A fielded sequential dependency model was
presented by Zhiltsov et al. [32]. Five entity fields were tested,
and field weighting was effective for a variety of queries in ad
hoc entity retrieval. Yulianti and Rahadianti [33] incorporated
field information into IR for the subject headings identification.
Titles, abstracts, and titles combined with abstracts were studied.
By utilizing the word position (field features), Hammache and
Boughanem [34] extended the language models for IR. Experi-
ments on the search efficiency were conducted, and the title field
was studied; the results showed that long queries outperformed
short ones across all retrieval models on three testing datasets us-
ing precision as performance measure. Ueda et al. [35] employed
structured data and considered five fields of a scientific paper.
The field effect on retrieval performance was investigated by
deleting the field features from the aggregated features gradually.
Within the explored fields, in all three considered evaluation
measures, the ‘‘abstract’’ field contributed the most, and the
other four fields (‘‘conclusions’’, ‘‘methods’’, ‘‘results’’, and ‘‘back-
ground’’) presented different contributions. They also found that
‘‘background’’ and ‘‘methods’’ are positively correlated.

Fernando Diaz [39] used features labeled by experts to build
LTR models. Various fields were explored, such as anchor, tile,
body or PageRank. The outcomes demonstrated that employing
feature labels worked better than the baselines. The efficiency
of the LTR method for ranking entities was examined by Chen
et al. [4]. They used multi-field representations to describe enti-
ties, showing different performances of field features for various
kinds of searches. In the study of the LTR for multi-label text
classification, Azarbonyad et al. [40] examined the efficiency of
the body, title, and other fields and found that the title field was
more informative compared to the others.

Jointly using an improved convolutional neural network and
a latent semantic model, Shen et al. [1,42] investigated the body
and title fields. The results showed that the title field performed
better than the body field. Employing a combined ranking model,
Mitra et al. [43] examined body text extracted from unprocessed
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Table 1
Categorization and representative examples of LTR algorithms. They are classified as pointwise, pairwise, or
listwise approaches. The original algorithm name is used and the proposed year is listed in the brackets.
Pointwise Pairwise Listwise

MART (2001) [8]
Random Forest (2001) [9]
PRank (2002) [10]
McRank (2007) [11]

RankSVM (2000) [12]
RankBoost (2003) [13]
RankNet (2005) [14]
LambdaMART (2010)
[15]
DirectRanker (2019) [16]
PairRank (2021) [17]
DeepPLTR (2021) [18]

ListNet (2007) [19]
Coordinate Ascent (2007) [20]
AdaRank (2007) [21]
DLCM (2018) [22]
DeepQRank (2020) [23]
SetRank (2020) [24]
PiRank (2021) [25]
PoolRank (2021) [26]
ListMAP (2022) [27]
Table 2
Overview of the fields investigated within the scope of information retrieval. IR, LTR, and NN stand for information
retrieval, learning to rank, and neural network, respectively.
Ref. Method Explored fields

[28] IR model full text, in-link text, title, image alternate text, large font text
[29,30] IR model body, title, extracted title, combined title (extracted title field and the title field)
[31] IR model fields selected based on the datasets
[32] IR model name, attributes, categories, similar entity names, related entity names
[3] IR model title, meta, headers, body
[33] IR model title, abstract, the combination (title and abstract)
[35] IR model abstract, background, method, result, conclusion
[36] IR model title, body, url, etc.
[37] IR model title, description, hybrid field
[38] LTR model body, title, heading, anchor
[39] LTR model title, anchor, body, etc.
[4] LTR model RDF (resource description framework) fields
[40] LTR model title, body
[41] NN model title field of the Web documents
[1,42] NN model title, body
[43] NN model body text from raw HTML content
[5] NN model title, url, body, anchor, clicked queries
[44] NN model title, body
[47] statistical analysis title, subtitle, keywords, abstract, etc.
(
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HTML material. It was demonstrated that the combined model
performed better than the baselines or any single used neural
network. Using a neural network to learn the representations,
Zamani et al. [5] found that it was preferable to score the en-
tire document as a whole rather than producing individual field
scores and aggregating.

Wu [45] employed the method of multiple linear regression
o get weights for component retrieval systems. The developed
eighting strategy performed better than the linear combina-
ion method and other experimented data fusion techniques.
e Vries et al. [46] employed a variety of statistical analyses
o study the literature searches in different fields, such as title,
bstract, keywords, full text, etc. Douze et al. [47] conducted
xperiments with representative end users to investigate the
ield’s representational relevance. Fields like title, abstract, author
eywords, subtitle, and other fields are explored. The title field,
ollowed by the abstract, keywords, and subtitle, presented the
ost representative relevance, and the other fields showed to be
f secondary importance.

. Methodology

This section illustrates our Field Learning to Rank (fLTR) ap-
roach.
The state-of-the-art LTR approaches usually do not consider

he contribution of the field from where the features are ex-
racted. In these LTR approaches, a ranking model is trained
mploying naively combined features; then, given a query, the
anking produced by the trained model is returned.

By contrast, the proposed fLTR approach trains a model in two
tages. In the first stage, a group of ranking models is trained,

ach employing a set of features that are only extracted from one t

4

field. The retrieved results are ranked using these ranking models,
and thus a group of ranking lists is obtained. In the second
stage, the results from the ranking lists are aggregated using the
score or rank-based aggregation method. The aggregated results
are returned as the final result. Therefore, the proposed fLTR
approach provides an effective way to investigate the importance
of the field features, and also help to further explore ways to
promote the ranking results.

Next, we illustrate the fLTR approach with the two stages
mentioned above. The substantial notations to be used are de-
scribed in Table 3. We hypothesize having a dataset, where the
training data includes: (1) a set of queries qj(j = 1, . . . , k);
2) the related documents d(j) and their corresponding relevance
udgments y(j) in regard to the queries; (3) the document fields F i
he features are extracted from. For the testing data, q represents
testing query, and we aim to use the proposed fLTR approach

o return a ranking list of documents given the query q.

.1. Development of the field LTR models

Within the first step, the features are extracted from various
ields and classified into n groups. When training a field based
anking model H i, only the features that are grouped in the
i field are used. Consequently, a number of n ranking models
H1,H2, . . . ,Hn) are developed. Using the field-based model H i,
ranking result hi is produced given a testing query q. The

uery-document score is expressed as sFi (d), meaning the score
btained for document d (d ∈ D) related to a testing query q using
he model Hi.

.2. Aggregation in the fLTR approach

Within the second step, using the aggregation function G[x],

he ranking results (h1, h2, . . . , hn) obtained by each fLTR model
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Table 3
Notations for the proposed fLTR method.
Notation Meaning

D data collection
d a document in D
qj query contained in the training dataset, j=1...k
d(j) associated document to query qj in the training dataset
y(j) corresponding relevance judgment to document and query pair (m(j) , qj)
q testing query
m number of fields of document d
n number of fields used for learning models, n < m
Fi the ith field of document d
Hi model learned using field Fi information
hi result obtained with model Hi for query q
sFi (d) score of document d obtained using model Hi regard to query q
G[x] aggregation algorithm
S aggregation score
H final result
Table 4
Statistics of the experimental datasets.
Dataset Original features Queries Labeled query-document pairs

MQ2007 46 1,700 69,623
MQ2008 46 800 15,211

are aggregated. The aggregation score S(d) is expressed as:

S(d) = G[ sF1 (d), . . . , sFi (d), . . . , sFn (d) ]

Assuming each field is assigned a weight of wi, the weighted
result for document d is expressed as:

S(d) = G[ w1sF1 (d), . . . , wisF1 (d), . . . , wnsFn (d) ]

Simply, assuming G[x] is a linear function, S(d) can be defined
as:

S(d) =

n∑
i=1

wisF1 (d) (1)

The final result H is produced by applying this strategy to the
scores obtained from each ranking list (h1, h2, . . . , hn).

4. Experiments and results

This section, first describes the datasets used for the exper-
iments; next, it presents the baselines and the fLTR and the
aggregation rankers built; then, it explains the adopted evaluation
measures and, finally, it details the evaluation of the rankers and
the results obtained.

4.1. Datasets

We apply our fLTR approach and conduct the experiments
using Microsoft LETOR 4.0 [48] benchmark datasets, a data col-
lection for LTR provided by Microsoft Research. The two datasets
that compose it, MQ2007 and MQ2008, use the query set from
Million Query track of TREC2007 and TREC2008 [48,49]. Both
datasets use the Gov2 web page collection which includes about
25 million pages [48].

Each dataset includes: (1) a number of queries and the cor-
responding retrieved documents obtained through real search
activities; (2) a set of standard features; (3) relevance judgments
annotated by annotators. The relevance between a query and a
document is labeled with a digital number, with 2 represent-
ing highly relevant, 1 for relevant, and 0 for not relevant. The
statistics of the two datasets are presented in Table 4.

Each dataset is already split into 5 folds, so a 5-fold cross vali-

dation strategy is adopted in our experiments. In each fold, there

5

Table 5
Training/Validation/Testing 5 fold split of MQ2007 and MQ2008.

MQ2007

fold1 fold2 fold3 fold4 fold5

training 42,158 41,958 41,320 41,478 41,955
validation 13,813 13,652 14,013 14,290 13,855
testing 13,652 14,013 14,290 13,855 13,813

MQ2008

fold1 fold2 fold3 fold4 fold5

training 9,630 9,404 8,643 8,514 9,442
validation 2,707 2,874 2,933 3,635 3,062
testing 2,874 2,933 3,635 3,062 2,707

Table 6
The selected fields and features in the experiments.
Feature Field

body anchor title url wholedoc

TF ✓ ✓ ✓ ✓ ✓
IDF ✓ ✓ ✓ ✓ ✓
TF*IDF ✓ ✓ ✓ ✓ ✓
DL ✓ ✓ ✓ ✓ ✓
BM25 ✓ ✓ ✓ ✓ ✓
LMIR.ABS ✓ ✓ ✓ ✓ ✓
LMIR.DIR ✓ ✓ ✓ ✓ ✓
LMIR.JM ✓ ✓ ✓ ✓ ✓

are three subsets for learning: training set, validation set and
testing set. The detailed description of these subsets is presented
in Table 5.

To adapt the datasets to our experiments, a selection is made
from the original 46 types of standard features [48]. The selection
can be described as follows: (1) all the features are classified
into six groups based on which field they are extracted from,
namely url, anchor, title, body, wholedoc (whole document), or
other place; (2) the features extracted from other place provide no
fields information, and they are eliminated in our experiments.
So, features number of child page, number of inlink, number of
outlink, and pagerank are removed; (3) to make sure that the
comparison among various fields is fair, the same number and
uniformity of the features are kept for each field. So, features
length of url and number of slash in url are removed. As a result,
five fields are taken into account, and each field contains eight
types of features. Table 6 details the features per field included
in the experiments (40 in total).

4.2. Building ranking models

We consider all three categories of LTR algorithms (point-wise,
pair-wise, and list-wise) in our experiments and experiment on
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Fig. 1. NDCG evaluations on MQ2007 dataset: comparisons between the baselines, the models using single field features, and the aggregated models.
8 state-of-the-art ones: MART (MR) [8], Random Forests (RF) [9],
RankNet (RN) [14], RankBoost (RB) [13], LambdaMART (LM) [15],
AdaRank (AR) [21], Coordinate Ascent (CA) [20], and ListNeT
(LN) [19].

Baseline models, using one of the 6 chosen LTR algorithms, are
rained using the feature list that naively joins all the 40 features.

When using the proposed fLTR approach, we first train a
roup of field-based LTR models and then aggregate the results
see Section 3). During the first phase, a different fLTR model is
rained using the features from a specific field (see Section 3.1),
otaling 5 trained models for each algorithm. By testing 8 LTR
lgorithms, a total of 40 fLTR models are built. On the second
hase (Section 3.2), CombMNZ and CombSUM are chosen as
ossible aggregation algorithms [50]; we set wi to 1 in Eq. (1)
o keep the same weights for all five fields.

Also, before aggregating the results, Z-score and Min–Max
re used as possible normalization algorithms [51]. By using the
ggregation and normalization algorithms crossly, a set of 32 fLTR
ggregation models (8 LTR, 2 aggregation and 2 normalization al-
orithms) are built for each experimental dataset. Consequently,
n each experimental dataset (MQ2007 and MQ2008), 8 baselines

nd 72 fLTR models are developed.

6

4.3. Evaluation measures

To evaluate the performance of our proposed method, we cal-
culate three widely adopted evaluation measures in LTR, namely
Precision [52], MAP [53], and NDCG [54].

4.3.1. Precision at Rank n (P@n)
Precision is one fundamental metric and has been expanded

and tailored to various kinds of tasks [52]. Given a query, Preci-
sion at Rank n (P@n) is the proportion of the relevant documents
that are retrieved among the top-n ranking list [55]. The measure
is defined as

P@n =
r
n

meaning that, at position n of the ranked list, r relevant docu-
ments are retrieved. The averaged P@n value over all the queries
is report in our experiments.

In the MQ2007 and MQ2008 datasets, the judgments for the
query and document pair are provided in three ratings: irrele-
vant, slightly relevant and relevant, but only a binary judgment
(irrelevant or relevant) is required for P@n. So, in our evaluation
using P@n metric, irrelevant judgments in the original dataset are
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Fig. 2. NDCG evaluations on MQ2008 dataset: comparisons between the baselines, the models using single field features, and the aggregated models.
N
d

N

treated as irrelevant and slightly relevant and relevant are treated
s relevant.

.3.2. Mean average precision (MAP)
Mean Average Precision (MAP) is another commonly used

easure and has shown to have good discrimination and stabil-
ty [56]. Given a single query, the Average Precision (AP) is the
verage score obtained after each relevant document is retrieved
or a set of top documents [57]. Conceptually, the MAP value in
n IR system is the arithmetic mean of the AP values for a set of
uery topics. It is defined as [58]

AP =

Q∑
q=1

Average Precision
Q

here a single query q belongs to Q, the total number of queries.

.3.3. Normalized discounted cumulative gain (NDCG)
Besides the commonly used evaluation measures mentioned

bove, we have also observed the performance of the rankers in
erms of NDCG [54]. NDCG is one of the best evaluation measures
hen using ML approaches for ranking [56]. NDCG@n refers to the
7

DCG value obtained at position n, which can be conceptually
escribed as

DCG@n =
DCGn

IDCGn

where DCG (Discounted Cumulative Gain) is the gain accumulated
over the results from the top to the bottom in a ranking list. This
measure penalizes highly relevant documents appearing lower in
the ranking list. IDCG is the ideal discounted cumulative gain,
where documents are ideally ranked according to their relevance
and high relevant document has an early appearance.

All ranking models were built with the RankLib1 tool. Using
the LETOR benchmark dataset configuration [48], experiments
were conducted using five-fold cross-validation. Models were
also fine tuned using the validation dataset. The results of the
average scores on the testing dataset are reported at the positions
of 5, 10, 15, 20, and 30 for P@n, MAP@n and NDCG@n.

4.4. Results

In this section, the results observed on NDCG@n are discussed
in detail. Similar findings can be observed on P@n and MAP@n.

1 https://sourceforge.net/p/lemur/wiki/RankLib/

https://sourceforge.net/p/lemur/wiki/RankLib/
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Fig. 3. Precision evaluation on MQ2007 dataset: comparisons between the baselines, the models using single field features, and the aggregated models.
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Figs. 1 and 2 present NDCG results on MQ2007 and MQ2008
atasets, respectively.
The observations on the MQ2007 dataset are: (1) the fLTR

odels developed with title information outperform all baselines
n three LTR algorithms (RN, RB, and LN) and obtain competi-
ive results on algorithm CA; (2) using url information exceed
he baselines on algorithms RN, LN (NDCG@10, 15, 20, and 30)
nd RB (NDCG@15), yielding competitive result on CA; (3) when
sing field whole document, the developed fLTR models exceed
he baselines on algorithm LN; (4) body and anchor informa-
ion fail to exceed the baselines in all instances; (5) the ag-
regation models using the CombSUM approach outperform the
ajority of baselines in two algorithms (RB and LN) and all
aselines in four algorithms (MR, LN, RN, and RF). In most circum-
tances, the CombSUM approach performs better with MinMax
han with Z-score normalization; (6) the CombMNZ aggrega-
ion with Min–Max normalization, outperforms the baselines on
early all algorithms. When Z-score normalization is used, the
odels outperform the baselines on algorithms MR, LM, and RF

n most circumstances, and on RN, RB, and LN in certain cases.
The observations on the MQ2008 dataset using the NDCG

valuation metrics are: (1) the fLTR models using url information
8

exceed all baselines excluding algorithm AR and LN on P@5;
(2) the fLTR models generated with title information outperform
ll baselines in the majority LTR algorithms (RN, RB, CA, LN,
nd RF); (3) when using field whole document, the developed
LTR models surpass the baselines on LN and RF; (4) the models
tilizing body field exceed the baselines on RF (NDCG@20 and
DCG@30); (5) the fLTR models built using anchor information
ail to exceed the baselines in all circumstances; (6) the ag-
regation models using the CombSUM approach outperform all
aselines on all algorithms except AR. The CombSUM approach
resents similar performance on MinMax and Z-score normaliza-
ion; (7) the CombMNZ aggregation with Min–Max normalization
utperforms the baselines on all algorithms except AR. When Z-
core normalization is used, the models outperform the baselines
n algorithms RN, RB, CA, and RF in most circumstances, and on
R, LM, and LN in certain cases.
In addition to these direct findings, the winning number (WN)

easure [53] was used to count the winnings across both datasets
nd provide insight into the overall ranking performance on
DCG. Eq. (2) presents the measure where M denotes the mea-
ure, i and k denotes the index of an algorithm, j denotes the
ndex of the datasets, and Mi(j) denotes the performance of i-th
lgorithm on j-th dataset.
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W

Fig. 4. Precision evaluation on MQ2008 dataset: comparisons between the baselines, the models using single field features, and the aggregated models.
Ni =

n∑
j=1

m∑
k=1

I{Mi(j)>Mk(j)}

I{Mi(j)>Mk(j)} =

{
1 if Mi(j) > Mk(j)
0 otherwise

(2)

The winning number measure is used on the five investigated
fields, the four aggregations, and the eight standard learning to
rank algorithms over the MQ2007 and MQ2008 datasets. As the
results shown in Table 7, the WN is calculated in two dimensions:
how the fields and their aggregations perform across different LTR
algorithms, and vice-versa: rows indicate the winning number of
a field or an aggregation across all LTR algorithm and columns
indicate the winning number of different LTR algorithm across
all fields and their aggregations. For the rest of the article, aggre-
gations and normalizations are abbreviated for ease of notation:
CombSUM is noted as sum, CombMNZ as mnz, Z-score as zs,
and MinMax as mm. For example, sum.zs indicates using the
CombSUM as the aggregation and Z-score as the normalization.
The following observations can be obtained from Table 7:

9

Table 7
The winning number (WN) with NDCG evaluation: fields, aggregations, and LTR
algorithms on MQ2007 and MQ2008 datasets.

MR RN RB AR CA LM LN RF WN

body 0 0 0 0 0 0 0 4 4
anchor 0 0 0 0 0 0 0 0 0
title 0 10 7 0 10 0 10 10 47
url 10 10 10 0 10 8 10 10 68
wholedoc 0 0 0 0 0 0 10 10 20
sum.zs 10 10 10 0 10 10 10 10 70
mnz.zs 6 10 10 0 10 6 2 10 54
sum.mm 10 10 10 0 10 10 10 10 70
mnz.mm 10 10 10 0 10 10 10 10 70

WN 46 60 57 0 60 44 62 74 –

• Overall field performance. Among the five investigated fields,
url and title are significantly better than the other three:
url scores the best with a winning number of 68 and title
presents a winning number of 47. In contrast, the other
three fields score much lower: the wholedoc obtains a win-
ning number of 20 and the body field obtains 4; anchor field
scores the worst in all five fields and loses in all cases. Our
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Fig. 5. MAP evaluations on MQ2007 dataset: comparisons between the baselines, the models using single field features, and the aggregated models.
findings are consistent with the literature indicating that
the title field is more effective than body in improving the
ranking results [1,31,38,40,59].

• Overall aggregation performance. For the four aggregation
methods, sum.zs, sum.mm and mnz.mm score the best, with
a winning number of 70 each. Compared to these three
aggregations, mnz.zs presents a slightly worse performance
obtaining a winning number of 54. For additional insight
into the results and interestingly, CombSUM seems to be
more robust since it presents similar and stable results
(70 versus 70) with the two different normalization tech-
niques (Z-score and Min–Max), while ComMNZ scores much
higher with Min–Max than with Z-score (70 versus 54).
These findings are also consistent with a recent work by
Ueda et al. [35] in biomedical retrieval, where the ranker
built with field-level aggregation presented better retrieval
performance than the one using a single field.

• Overall LTR algorithm performance. It is also interesting to
investigate how the three kinds of LTR algorithms perform
in the proposed fLTR approach. With regard to the point-
wise LTR algorithms, RF (Random Forest) outperforms MR

(MART) algorithm, with a competing winning number of

10
74 to 46; for the pairwise LTR algorithms, RN (RankNet)
and RB (RankBoost) obtain a winning number of 60 and
57, respectively; they perform more effectively than LM
(LambdaMART) which obtains 44; considering the listwise
algorithms, the finest performance comes from LN (ListNet)
with a winning number of 62, followed by CA (Coordinate
Ascent) with a number of 60, with AR (AdaRank) presenting
the worst performance and failing to perform better than
the baseline in all experiments.

Following the same evaluation process conducted using the
NDCG metric, the results evaluated with P@n are presented in
Figs. 3 and 4 and MAP@n are presented in Figs. 5 and 6. From
these figures, we can observe similar results to the ones found
for NDCG@n.

Similarly, we compare the winning numbers in terms of P@n
and MAP@n, and the results are shown in Tables 8 and 9, re-
spectively. The fields and the aggregations present similar results
to the NDCG@n metric. Concerning the LTR algorithms, Lamb-
daMART (LM) shows better performance than RankBoost (RB),
with a winning number of 53 to 14 on P@n, and 50 to 18 on
MAP@n; Coordinate Ascent (CA) performs better than ListNet (LN)
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Fig. 6. MAP evaluations on MQ2008 dataset: comparisons between the baselines, the models using single field features, and the aggregated models.
Table 8
The winning number (WN) with Precision evaluation: fields, aggregations, and
LTR algorithms on MQ2007 and MQ2008 datasets.

MR RN RB AR CA LM LN RF WN

body 0 0 0 0 0 3 0 0 3
anchor 0 0 0 0 0 0 0 0 0
title 0 9 6 0 8 3 8 0 34
url 0 7 2 0 9 8 9 1 36
wholedoc 0 0 0 0 0 6 0 0 6
sum.zs 3 8 2 0 0 10 3 4 30
mnz.zs 0 4 0 0 0 3 0 0 7
sum.mm 3 7 2 0 0 10 3 4 29
mnz.mm 3 8 2 0 0 10 3 4 30

WN 9 43 14 0 17 53 26 13 –

with a winning number of 20 to 15 on MAP@n. The algorithms
present similar performances to NDCG@n in all the other cases.

To sum up, the experimental results show that the proposed
LTR approach is very promising and has advantages over the
aselines in all three evaluation measures (P@n, MAP@n, and
DCG@n).
11
Table 9
The winning number (WN) with MAP evaluation: fields, aggregations, and LTR
algorithms on MQ2007 and MQ2008 datasets.

MR RN RB AR CA LM LN RF WN

body 0 0 0 0 0 0 0 0 0
anchor 0 0 0 0 0 0 0 0 0
title 0 10 5 0 10 6 5 0 36
url 6 10 10 0 10 10 10 6 62
wholedoc 0 0 0 0 0 0 0 0 0
sum.zs 5 7 1 0 0 10 0 10 33
mnz.zs 2 5 0 0 0 4 0 1 12
sum.mm 5 10 1 0 0 10 0 10 36
mnz.mm 5 10 1 0 0 10 0 10 36

WN 23 52 18 0 20 50 15 37 –

5. Discussion

The results presented in Section 4.4 show that the ranking
models developed using the proposed fLTR approach are able
to exceed the baselines in the majority of cases. Meanwhile, as
described in Section 3, the fLTR approach uses fewer features
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Fig. 7. Comparing Pearson’s correlations. The average, median, maximum, and sum values are computed based on the MQ2008 data collection’s field features.
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ompared to the state-of-the-art LTR ones. It is interesting to
nvestigate why using fewer features can produce better results.

When applying ML techniques, naively joining strongly cor-
elated features can result in decreased performance; more di-
ersified and discriminating features with little correlation are
esired [60]. Following this idea, statistical tests were carried
ut on the MQ2008 data collection. Pearson’s correlations were
alculated to study feature interconnections. Fig. 7 presents the
eatmaps for the average, median, maximum, and sum feature
airs values. It can be observed that there are high correlations in
ll 4 measure for the following feature pairs: title-anchor, title-url,

and body-whole document.
To learn more about how these correlated features impact

ranking results, the following two types of models were trained
and compared: (1) using the features from a single field; (2) using
the combined features that are highly correlated. Based on the
results observed in Fig. 7, two highly correlated feature groups
were compared: title-anchor (or url) and body-wholedoc.

The models trained on the MQ2008 data collection were com-
pared using the NDCG metric. Table 10 shows the results. For the
title-anchor (or url) group, in all five NDCG measurements, using
title individually present better performance than using title and
nchor (or url). Also, using the body or thewholedoc features alone
etter results are obtained than the joining the features together.
Besides the effectiveness presented by the built rankers in

ection 4.4, the analysis in this section offer insights regarding
he rationale of the proposed filter approach. We discuss that
aively combining all features extracted from various fields can
esult in high correlations that have a negative effect on the
anking results. Comparatively, the fLTR technique, using field-
ased and fewer features, prevents the probability of combining
12
igh correlated features and their straight interference in the LTR
rocess. These observations also support the earlier findings by
ernando Diaz [39].

. Conclusion and future work

This work investigates the effects of field features in Learning
o Rank for Information Retrieval. For this purpose, the Field
earning to Rank (fLTR) technique is proposed. Experiments are
erformed on two benchmark datasets using eight well-known
TR algorithms. From our findings, the ranking models using the
roposed fLTR technique achieve better results than the ones us-
ng the state-of-the-art LTR approaches. Our research also shows
hat different fields of the document contribute differently to the
anking performance. For example, the url and title fields have
ore impact than the anchor, body, and the whole document ones.

Moreover, our empirical investigation reveals that the features
extracted from various fields, such as url and title, anchor and title,
body and whole document, exhibit high correlations. Combining
strongly correlated features can lead to a decreased model perfor-
mance; the proposed fLTR technique has the benefit of avoiding
this problem.

The document fields present diverse contributions to the rank-
ing performance, and researchers also argue that boosting a spe-
cific field is effective in improving the results; for example, [45]
refers that the weighting strategy improves the performance of
the component retrieval systems and [3] concludes that boosting
title improves retrieval effectiveness on some IR tasks. Therefore,
a good direction for future work is to explore adding different

weights to the selected fields.
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Table 10
Comparing the ranking performances between the models using highly correlated features and only
field features. All models are trained using the LambdaMART algorithm and evaluated with NDCG
at different positions.
Compared fields Features NDCG

@5 @10 @15 @20 @30

title and anchor/url title 0.4587 0.5014 0.5163 0.5240 0.5331
title+anchor 0.4471 0.4929 0.5070 0.5143 0.5229
title+url 0.4465 0.4985 0.5109 0.5184 0.5273

body and wholedoc body 0.4457 0.4944 0.5108 0.5184 0.5279
wholedoc 0.4532 0.5002 0.5164 0.5248 0.5318
body+wholedoc 0.4420 0.4893 0.5064 0.5131 0.5216
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